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Highlights

� Audiovisual (AV) speech correspondence can be detected through (non-) phonetic cues.
�We determined the age at which children benefit from phonetic cues in AV speech. � Children matched
artificial sine-wave speech (SWS) with visual speech. � AV matching for SWS perceived as non-speech
was compared to SWS perceived as speech. � Phonetic speech matching emerged at around 6.5 years
of age.

YJECP 3780 No. of Pages 1, Model 1G

5 September 2014



1

2 Brief Report

4 Phonetic matching of auditory and visual speech
5 develops during childhood: Evidence from
6 sine-wave speech

7

8

9 Martijn Baart a,⇑, Heather Bortfeld b,c, Jean Vroomen d

10 a Basque Center on Cognition, Brain, and Language (BCBL), 20009 Donostia (San Sebastián), Spain
11 b Department of Psychology, University of Connecticut, Storrs, CT 06269, USA
12 c Haskins Laboratories, New Haven, CT 06511, USA
13 d Department of Cognitive Neuropsychology, Tilburg University, 5000 LE Tilburg, The Netherlands

14
15

1 7
a r t i c l e i n f o

18 Article history:
19 Available online xxxx

20 Keywords:
21 Audiovisual speech
22 Phonetic matching
23 Sine-wave speech
24 Development
25

2 6
a b s t r a c t

27The correspondence between auditory speech and lip-read infor-
28mation can be detected based on a combination of temporal and
29phonetic cross-modal cues. Here, we determined the point in
30developmental time at which children start to effectively use pho-
31netic information to match a speech sound with one of two artic-
32ulating faces. We presented 4- to 11-year-olds (N = 77) with
33three-syllabic sine-wave speech replicas of two pseudo-words that
34were perceived as non-speech and asked them to match the sounds
35with the corresponding lip-read video. At first, children had no
36phonetic knowledge about the sounds; thus, matching was based
37on temporal cues that are fully retained in sine-wave speech. Next,
38we trained all children to perceive the phonetic identity of the
39sine-wave speech and repeated the audiovisual (AV) matching
40task. Only at around 6.5 years of age did the benefit of having pho-
41netic knowledge about the stimuli become apparent, thereby indi-
42cating that AV matching based on phonetic cues presumably
43develops more slowly than AV matching based on temporal cues.
44� 2014 Elsevier Inc. All rights reserved.
45

46
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48 Introduction

49 Although human infants are sensitive to audiovisual (AV) phonetic congruence in speech
50 (e.g., Burnham & Dodd, 1996; Kuhl & Meltzoff, 1982; Patterson & Werker, 2003), the ability to extract
51 phonetic content from visual speech improves dramatically during childhood and into puberty
52 (e.g., Desjardins, Rogers, & Werker, 1997; Erdener & Burnham, 2013; Hockley & Polka, 1994;
53 Kushnerenko, Teinonen, Volein, & Csibra, 2008; Massaro, 1984; McGurk & MacDonald, 1976; Ross
54 et al., 2011; Sekiyama & Burnham, 2008). Although this may possibly be explained by a U-shaped tra-
55 jectory of AV speech development (see, e.g., Knowland, Mercure, Karmiloff-Smith, Dick, & Thomas,
56 2014, for a similar argument), infants’ use of phonetic information is not mandatory (Desjardins &
57 Werker, 2004).
58 Recently, Baart, Vroomen, Shaw, and Bortfeld (2014) argued that infants might not need phonetic
59 information to detect correspondence in AV speech whenever salient non-phonetic cues are available.
60 They compared adults and infants on AV matching of three-syllable strings with one of two simulta-
61 neously delivered lip-read videos. The speech sounds were either natural speech or artificial sine-
62 wave speech (Remez, Rubin, Pisoni, & Carrell, 1981). Critically, the temporal dynamics of natural
63 speech are retained in sine-wave speech; thus, this information was available to all listeners. AV cor-
64 respondence detection was 25% higher for adults who heard natural speech than for those who heard
65 sine-wave speech, which shows that phonetic knowledge was beneficial to them. However, adults
66 who heard sine-wave speech did match the sound with the lip-read information significantly above
67 chance, presumably because they detected the temporal AV correspondence. In contrast, infants did
68 not seem to benefit from the phonetic information given that their above-chance performance was
69 alike for natural speech and sine-wave speech, which led to the conclusion that infants had presum-
70 ably relied only on the temporal AV cues. If so, it is conceivable that children would also be able to rely
71 on temporal cues because sensitivity to AV synchrony increases during development (e.g., Grant, van
72 Wassenhove, & Poeppel, 2004; Lewkowicz, 2010). In the same vein, van Linden and Vroomen (2008)
73 showed that whereas 8-year-olds learn to categorize ambiguous speech based on previously seen lip-
74 read information, 5-year-olds do not. This supports the notion that somewhere in between 5 and
75 8 years of age, phonetic information in the AV speech signal becomes beneficial.
76 Here, we directly assessed this hypothesis by testing 4- to 11-year-olds on their ability to match a
77 sine-wave speech token with one of two simultaneously presented lip-read speech videos. The ele-
78 gance of sine-wave speech is that listeners can be tested in a perceptual non-speech mode and/or a per-
79 ceptual speech mode. In the first mode, listeners do not have access to the phonetic auditory content; in
80 the second, they do. Once listeners are in speech mode, they cannot switch back to the non-speech
81 mode; therefore, a within-participant design requires the speech mode test to be preceded by the
82 non-speech mode test (see, e.g., Tuomainen, Andersen, Tiippana, & Sams, 2005). Thus, we first estab-
83 lished children’s AV matching capacity while participants were in non-speech mode, assuming that
84 they could rely only on temporal cues to detect AV correspondence. The critical manipulation consisted
85 of subsequent training in which children were informed about the speech-like nature of the sine-wave
86 tokens so that they perceived the phonetic identity of the sounds (children were now in speech mode,
87 which presumably affects AV integration based on phoneme-to-viseme mapping), after which we again
88 measured AV matching. The difference in performance on each task (the ‘‘speech mode effect’’) was
89 interpreted as a perceptual benefit of phonetic information in detecting AV speech correspondence.
90 In keeping with the literature (e.g., van Linden & Vroomen, 2008), we expected this benefit to become
91 apparent between 5 and 8 years of age and to further increase with age.

92 Method

93 Participants

94 A total of 77 Dutch children between 4 and 11 years of age with normal hearing and normal or cor-
95 rected-to-normal vision participated in the experiment. Children were divided into three groups
96 according to elementary school grade. In the youngest group (n = 23), the ages ranged between 4.2
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97 and 6.8 years (mean = 5.6). The age range in the second group (n = 27) was between 7.3 and 9.3 years
98 (mean = 8.0), and in the oldest group (n = 27) the ages ranged between 9.2 and 11.4 years
99 (mean = 10.0). The 5.6-year-old group (hereafter, the mean ages are used as group labels) was

100 recruited from the elementary school ‘‘De Peppel’’ in Dussen, and all other children attended the
101 ‘‘Eerste Montessorischool’’ in Bergen op Zoom (both schools are located in the same province of The
102 Netherlands). Parental consent was obtained (through an opt-out system) prior to testing. Four chil-
103 dren were considered as outliers and were excluded from analyses (see Results for details).

104 Stimuli

105 Stimulus materials were the same as used in Baart, Vroomen, and colleagues (2014). The audio of
106 two AV recordings of a female Dutch speaker producing the three-syllable pseudo-words ‘‘kalisu’’ and
107 ‘‘mufapi’’ was transformed into three-tone sine-wave speech by replacing the first three formants with
108 sinusoids that tracked the formants’ center frequencies. Videos of the lip-read speech were temporally
109 aligned with the audio relative to the onset of the initial syllable and total duration (46 frames,
110 �1535 ms).

111 Procedure

112 Visual stimuli were presented on a laptop (17-inch Dell Latitude E5500, 60-Hz vertical refresh
113 rate). Sounds were delivered at a comfortable listening level through two external speakers placed
114 to the left and right of the screen. Total testing lasted approximately 15 min and was composed of four
115 phases: non-speech mode training, non-speech mode AV matching task, speech mode training, and
116 speech mode AV matching task.

117 Non-speech mode training
118 Children got acquainted with the sine-wave stimuli by hearing them in alternating order (six pre-
119 sentations per stimulus) while a written number (i.e., ‘‘sound 1’’ for ‘‘kalisu’’ and ‘‘sound 2’’ for ‘‘muf-
120 api’’) appeared on the screen. The experimenter also read out the labels before the sounds were
121 delivered. Children then labeled 12 sine-wave tokens (6 per stimulus, delivered in random order) as
122 ‘‘1’’ or ‘‘2’’ through a verbal response that was keyed in by the experimenter on the laptop’s keyboard.

123 Non-speech mode AV matching
124 As in Baart, Vroomen, and colleagues (2014), the two videos with lip-read speech were displayed
125 side-by-side while one of the two corresponding sine-wave speech stimuli was played. There were
126 four different conditions based on counterbalancing sound identity (‘‘kalisu’’ or ‘‘mufapi’’) and the side
127 of the video (left or right) that matched the sound. These four conditions were presented 12 times
128 each, yielding 48 trials. For each trial, children were asked to indicate whether the sound they heard
129 matched the left or right screen. Importantly, no reference was made to the speech-like nature of the
130 sine-wave speech. Indeed, none of the children perceived the sounds as speech, as assessed by ques-
131 tions immediately after this AV matching task.

132 Speech mode training
133 Next, children were informed about the speech-like nature of the stimuli. They then underwent a
134 short training period during which each of the sine-wave tokens was preceded by its natural speech
135 version (‘‘kalisu’’ or ‘‘mufapi’’) and was accompanied by an alphabetic representation (‘‘kalisu’’ or
136 ‘‘mufapi’’) on the screen. Each of the natural speech–sine-wave speech pairs was played six times in
137 alternating order. After this training, both sounds were presented six times in random order and chil-
138 dren were asked to label the sounds as ‘‘kalisu’’ and ‘‘mufapi’’ instead of as ‘‘1’’ and ‘‘2’’.

139 Speech mode AV matching
140 The matching task and procedures were the same as before (see ‘‘Non-speech mode AV matching’’
141 section above), with the only difference being that children were now informed about the phonetic
142 nature of the sine-wave tokens.

Q2
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143 Results

144 We computed the proportion of correct sound identification responses during both trainings and
145 the proportion of correct AV matches during both matching tasks. Four children were excluded from
146 the analyses because their performance on one or more of the tasks was outside of a ±2.5-standard
147 deviation range from the group average for that particular task; three children were from the 10.0-
148 year-old group (one had low performance in AV matching in non-speech mode and two had low per-
149 formance in non-speech mode training), and one child was from the 8.0-year-old group (low perfor-
150 mance in non-speech mode training). The group averages for the remaining 73 participants are
151 provided in Table 1.
152 A 2 (Stimulus Identity: kalisu or mufapi) � 2 (Mode: non-speech or speech) � 3 (Group: 5.6-, 8.0-,
153 or 10.0-year-olds) mixed-effects repeated-measures analysis of variance (ANOVA) on the proportion
154 of correct training responses produced a main effect of group, F(2,70) = 3.52, p = .03, gp

2 = .09, because
155 overall training performance was lower for the 5.6-year-old group than for the 10.0-year-old group,
156 t(45) = 2.76, p < .01, d = 0.82 (see also Table 1). The other between-group comparisons did not reach
157 significance (ps > .05). The ANOVA produced no significant main effect of stimulus identity or mode,
158 and there were no significant interactions between (any combination of) factors (ps > .08). The average
159 proportions of correct training responses were .79 for non-speech mode and .76 for speech mode.
160 Next, we performed an ANOVA on the proportion of correct AV matches with the same factors
161 (see Table 1). This ANOVA revealed a main effect of group F(2,70) = 4.99, p < .01, gp

2 = .12, because
162 the proportion of correct matches was larger for the 10.0-year-old group than for the 5.6-year-old
163 group, t(45) = 3.23, p < .01, d = 0.96 (the other two between-group comparisons yielded ps > .05).
164 There was also a main effect of mode, F(1,70) = 8.44, p < .01, gp

2 = .11, because the average proportion
165 of correct matches was approximately 7% higher in speech mode than in non-speech mode. Critically,
166 there was an interaction between group and mode, F(2,70) = 8.11, p < .01, gp

2 = .19, because the propor-
167 tion of correct AV matches in speech mode was higher than that in non-speech mode for both the
168 8.0- and 10.0-year-old groups, t(25) = 3.24, p < .01, d = 0.55 and t(23) = 3.52, p < .01, d = 0.64, respec-
169 tively (see also Table 1), but not for the 5.6-year-old group (p = .13).1

170 In Fig. 1, we plotted performance on the AV matching tasks as a function of age rather than school
171 grade. There was a significant positive correlation, r(71) = .44, p < .01, between age and AV matching
172 when in speech mode (see Fig. 1A), but the correlation was not significant when the sine-wave speech
173 was perceived as non-speech, r(71) = .21, p = .08. This was further underscored by the correlation
174 between age and the speech mode effect, r(71) = .34, p < .01, which was calculated by subtracting
175 the proportion of correct AV matches in non-speech mode from speech mode (see Fig. 1B).

Table 1
Mean proportions of correct auditory training responses and correct AV matches for non-speech mode and speech mode and the
difference between both modes for the three different groups.

Mean age (years) Group-averaged proportion

Correct auditory training responses Correct AV matching responses

Overall NSM SM Difference Overall NSM SM Difference

5.6 .69 (.18) .64 (.20) .74 (.29) .10 (.35) .58 (.15) .61 (.16) .55 (.19) –.06 (.18)
8.0 .79 (.22) .86 (.17) .73 (.33) –.13 (.30) .66 (.18) .60 (.17) .71 (.23) .11 (.17)
10.0 .84 (.18) .86 (.20) .81 (.34) –.05 (.43) .74 (.19) .68 (.20) .81 (.22) .13 (.19)

b .07 .11 .03 .08 .03 .10

Note. Standard deviations are in parentheses. b indicates the linear trend coefficient of performance across groups. NSM, non-
speech mode; SM, speech mode.

1 A pilot study with adults (n = 6) revealed a .18 increase from non-speech mode to speech mode, which is in between the 10.0-
year-old group and the .25 effect when non-speech mode was compared with natural speech (Baart, Vroomen, et al., 2014).
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176 Discussion

177 We examined the age at which children can use phonetic information to match sine-wave speech
178 with lip-read information. Children (4–11 years of age) were tested twice in an AV matching task. In
179 the first test they were naive to the speech-like nature of the sounds (they were in non-speech mode),
180 and in the second test they were informed that the sine-wave tokens were derived from natural
181 speech (they were in speech mode). Results showed that the two groups of older children performed
182 better in AV matching when in speech mode, whereas for the youngest group there was no such
183 benefit. This pattern was predicted and is in line with the notion that the ability to extract phonetic
184 content from lip-read speech develops during childhood. More specifically, Fig. 1B indicates that at
185 around 6.5 years of age the development of phonetic processing reaches a critical point at which it
186 becomes beneficial for AV speech perception—the point at which AV matching improved when chil-
187 dren were made aware of the phonetic content of the sounds by being put into speech mode.
188 In a previous study where preverbal infants’ matching of sine-wave speech with lip-read speech
189 was tested (Baart, Vroomen, et al., 2014), it could not be established whether infants were in speech
190 mode or not. In contrast, here we explicitly asked children whether they had perceived the sounds as
191 speech after the first test, and we found no evidence for that. This suggests that all children can rely on
192 non-phonetic cross-modal cues (most likely temporal) to match artificial speech sounds to an articu-
193 lating face without being aware of the phonetic content. As described in Baart, Vroomen, and

Fig. 1. (A) Scatter plot of age and proportion of correct AV matches when children were in non-speech and speech modes as
well as the linear trends. (B) Scatter plot of age and the speech mode effect.
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194 colleagues (2014), the sound of the second syllable was asynchronous (�200 ms) with the incongruent
195 lip-read video. Even though there is no behavioral evidence that infants can detect this asynchrony
196 (e.g., Kopp, 2014; Lewkowicz, 2010), the 6-month-old infant brain is sensitive to a 200-ms offset
197 between the unimodal signals (Kopp, 2014). Lewkowicz (2010) had proposed that the infant system
198 may be biased toward the correlation between the auditory and visual speech signals as it exists in
199 natural situations. If so, it seems likely that the children we tested could also rely on the temporal cor-
200 relation to detect the AV correspondence (note that adults may infer a causal relationship between
201 sight and sound even when the two are asynchronous; Parise, Spence, & Ernst, 2012).
202 Of relevance are studies that used sine-wave speech in behavioral and electrophysiological
203 measures to demonstrate that different properties of the AV speech signal (e.g., temporal features
204 vs. phonetic content) are integrated at different levels in the processing chain (Baart, Stekelenburg,
205 & Vroomen, 2014; Baart, Vroomen, et al., 2014; Eskelund, Tuomainen, & Andersen, 2011;
206 Stekelenburg & Vroomen, 2012; Tuomainen et al., 2005; Vroomen & Baart, 2009; Vroomen &
207 Stekelenburg, 2011). The AV matching paradigm used in the current study indicates that it is likely
208 that such a staged process also occurs in children; children showed a ‘‘top-up’’ benefit (above and
209 beyond their already above-chance performance in non-speech mode) from having phonetic knowl-
210 edge about the stimuli, but only after approximately 6.5 years of age, indicating that sufficient accrual
211 of phonetic knowledge had occurred by then to influence the AV matching of the degraded stimuli.
212 As mentioned, there is a well-documented developmental trajectory for when lip-read speech
213 influences children’s auditory speech perception, with changes that extend into adulthood (e.g.,
214 Hockley & Polka, 1994; McGurk & MacDonald, 1976; Ross et al., 2011). The current findings clearly
215 align with previous work on developmentally mediated changes in AV integration. Moreover, a recent
216 electrophysiological study determined the neural underpinnings related to phonetic processing in
217 children (Knowland et al., 2014) based on the fact that in adults the auditory N1 and P2 components
218 are modulated in amplitude and latency by lip-read speech (e.g., van Wassenhove, Grant, & Poeppel,
219 2005). The findings from children demonstrated that the relative difference in P2 amplitude between
220 auditory and AV speech increased between 6 and 12 years of age (Knowland et al., 2014). Given that
221 the P2 modulations induced by lip-read speech reflect a phonetic stage of processing (as demonstrated
222 with sine-wave speech; see Baart, Stekelenburg, et al., 2014), it seems that the changes in the evoked
223 P2 response from 6 to 12 years of age, as observed by Knowland and colleagues (2014), are tied to
224 ongoing development of phonetic processing. Data from the current study further corroborate this.
225 Even still, P2 responses from the 12-year-olds indicated remaining immaturity in that they were
226 not sensitive to AV phonetic incongruency (Knowland et al., 2014). This is in contrast to adults, for
227 whom the P2 is quite sensitive to phonetic congruency (Klucharev, Möttönen, & Sams, 2003).
228 Interestingly, the infant brain is also sensitive to phonetic information in AV speech (Bristow et al.,
229 2009; Kushnerenko et al., 2008). For instance, 6- to 9-month-olds show a lip-read-induced reduction
230 in P2 amplitude in response to AV congruent stimuli (which hints at lip-read-induced facilitation), and
231 their mismatch response to incongruent stimuli (A/b/V/g) is smaller for those infants who look longer
232 at the mouth during stimulation, possibly because longer looking times are related to enhanced use of
233 lip-read information that facilitates perceptual union of the unimodal inputs (Kushnerenko, Tomalski,
234 Ballieux, Potton, et al., 2013; Kushnerenko, Tomalski, Ballieux, Ribeiro, et al., 2013).
235 As alluded to in the Introduction, the use of phonetic information may follow a U-shaped develop-
236 mental course and the transition period in childhood (i.e., the plateau in the U-shaped trajectory;
237 Smith & Thelen, 2003) may be preceded by early sensitivity and followed by later maturation (see
238 Jerger, Damian, Spence, Tye-Murray, & Abdi, 2009, for indirect evidence where AV speech distractors
239 were shown to affect picture naming in 4-year-olds and 10- to 14-year-olds but not in 5- to 9-year-
240 olds). According to this view, the early signs of phonetic congruency processing in the infant brain
241 may, thus, reflect an early sensitivity, which is followed by a transition during childhood when
242 processing of phonetic congruence matures toward a stable adult state.
243 Another reason why children may become increasingly sensitive to lip-read speech as they mature
244 is the onset and development of reading. Lip-reading abilities are related to reading abilities (de
245 Gelder & Vroomen, 1998), and reading skills predict children’s (language-specific) speech perception
246 (Burnham, 2003), possibly because relatively high reading and lip-reading abilities are indicators of a
247 stronger native language bias (Erdener & Burnham, 2013). Specifically, reading may modulate

Q3Q4
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248 perceptual attunement to the native language, which in turn modulates AV speech integration
249 (Erdener & Burnham, 2013),2 which itself varies as a function of the nature of the native language
250 (e.g., AV integration increases between 6 and 8 years of age for English children but not for Japanese chil-
251 dren; Sekiyama & Burnham, 2008).
252 Taken together, there is much evidence in support of continual development of phonetic processing
253 from childhood into adulthood. Here, we showed that after approximately 6.5 years of age children
254 can effectively use phonetic cues to match a speech sound with the corresponding lip movements.
255 More generally, we demonstrated that sine-wave speech provides an effective tool that can be used
256 within participants to investigate the development of AV speech perception, opening up a variety of
257 possibilities for future work with additional (e.g., neurophysiological) measures.

258 Conclusions

259 We used sine-wave speech as a tool to investigate the developmental trajectory underlying AV
260 speech perception. We observed that children started using phonetic information above and beyond
261 the non-phonetic (temporal) correlation between audio and visual speech only at around 6.5 years
262 of age.
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