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appropriate dubbings, can change the auditory percept (McGurk and MacDonald 1976). More 
recently, audiovisual speech has served in functional magnetic resonance imaging (fMRI) stud-
ies as an ideal stimulus for studying the neural substrates of multisensory integration (Calvert and 
Campbell 2003). Surprisingly though, until 2003 there were only three studies that had focused on 
auditory aftereffects as a consequence of exposure to audiovisual speech, despite the fact that after-
effects were extensively studied in the late 1970s, and are again nowadays.

Roberts and Summerfield (1981) were the first to study the aftereffects of audiovisual speech, 
although they were not searching for recalibration, but for “selective speech adaptation,” which is 
basically a contrastive effect. The main question of their study was whether selective speech adapta-
tion takes place at a phonetic level of processing, as originally proposed by Eimas and Corbit (1973), 
or at a more peripheral acoustic level. Selective speech adaptation differs from recalibration in that 
it does not depend on an (intersensory) conflict, but rather on the repeated presentation of an acous-
tically nonambiguous sound that reduces report of sounds similar to the repeating one. For example, 
hearing /ba/ many times reduces subsequent report of /ba/ on a /ba/–/da/ test continuum. Eimas 
and Corbit (1973) argued that selective speech adaptation reflects the neural fatigue of hypothetical 
“linguistic feature detectors,” but this viewpoint was not left unchallenged by others claiming that 
it reflects a mere shift in criterion (Diehl 1981; Diehl et al. 1978, 1980) or a combination of both 
(Samuel 1986), or possibly that even more qualitatively different levels of analyses are involved 
(Samuel and Kat 1996). Still, others (Sawusch 1977) showed that the size of selective speech adapta-
tion depends on the degree of spectral overlap between the adapter and test sound, and that most—
although not all—of the effect is acoustic rather than phonetic.

Roberts and Summerfield (1981) found a clever way to disentangle the acoustic from the phonetic 
contribution using McGurk-like stimuli. They dubbed a canonical auditory /b/ (a “good” acoustic 
example) onto the video of lip-read /b/ to create an audiovisual congruent adapter and also dubbed 
the auditory /b/ onto a lip-read /g/ to create a compound stimulus intended to be perceived as /d/. 
Results showed that repeated exposure to the congruent audiovisual adapter induced similar con-
trastive aftereffects on a /b/–/d/ test continuum (i.e., fewer /b/ responses) as the incongruent adapter 
AbVg, even though the two adapters were perceived differently. This led the authors to conclude 
that selective speech adaptation mainly depends on the acoustic quality of the stimulus, and not the 
perceived or lip-read one.

Saldaña and Rosenblum (1994) and Shigeno (2002) later replicated these result with different 
adapters. Saldaña and Rosenblum compared auditory-only adapters with audiovisual ones (auditory 
/b/ paired with visual /v/, a compound stimulus perceived mostly as /v/), and found, as Roberts and 
Summerfield did, that the two adapters again behaved similarly, as in both cases fewer /b/ responses 
were obtained at the test. Similar results were also found by Shigeno (2002) using AbVg as adapter, 
and by us (unpublished) demonstrating that selective speech adaptation depends, to a large extent, 
on repeated exposure to nonambiguous sounds.

19.3 S eminal study on Lip-Read–Induced Recalibration

Bertelson et al. (2003) also studied the aftereffects of audiovisual incongruent speech; however, 
their focus was not on selective speech adaptation, but on recalibration. Their study was inspired 
by previous work on aftereffects of the “ventriloquist illusion.” In the ventriloquist illusion, the 
apparent location of a target sound is shifted toward a visually displaced distracter that moves or 
flashes in synchrony with that sound (Bermant and Welch 1976; Bertelson and Aschersleben 1998; 
Bertelson and Radeau 1981; Klemm 1909). Besides this immediate bias in sound localization, one 
can also observe aftereffects following a prolonged exposure to a ventriloquized sound (Bertelson 
et al. 2006; Radeau and Bertelson 1974, 1976, 1977). For the ventriloquist situation, it was known 
that the location of target sounds was shifted toward the visual distracter seen during the preceding 
exposure phase. These aftereffects were similar to the ones following exposure to discordant visual 
and proprioceptive information—as when the apparent location of a hand is displaced through a 

K10614_C019.indd   365 3/26/2011   2:29:14 AM



366	 The Neural Bases of Multisensory Processes

prism (Welch and Warren 1986)—and they all showed that exposure to spatially conflicting inputs 
recalibrates processing in the respective modalities in a way that reduces the conflict.

Despite the fact that immediate biases and recalibration effects had been demonstrated for spa-
tial conflict situations, the existing evidence was less complete for conflicts regarding audiovisual 
speech. Here, immediate biases were well known (the McGurk effect) as well as selective speech 
adaptation, but recalibration had not been demonstrated. Bertelson et al. (2003) hypothesized that 
a slight variation in the paradigm introduced by Roberts and Summerfield (1981) might neverthe-
less produce these effects, thus revealing recalibration. The key factor was the ambiguity of the 
adapter sound. Rather than using a conventional McGurk-like stimulus containing a canonical (and 
incongruent) sound, Bertelson et al. (2003) used an ambiguous sound. They created a synthetic 
sound halfway between /aba/ and /ada/ (henceforth A? for auditory ambiguous) and dubbed it onto 
the corresponding video of a speaker pronouncing /aba/ or /ada/ (A?Vb and A?Vd, respectively). 
Participants were shortly exposed to either A?Vb or A?Vd, and then tested on identification of A?, 
and the two neighbor tokens on the auditory continuum A? −1 and A? +1. Each exposure block con-
tained eight adapters (either A?Vb or A?Vd) immediately followed by six test trials. These exposure-
test blocks were repeated many times, and participants were thus biased toward both /b/ and /d/ in 
randomly ordered blocks (a within-subjects factor). Results showed that listeners quickly learned 
to label the ambiguous sound in accordance with the lip-read information they were exposed to 
shortly before. Listeners thus gave more /aba/ responses after exposure to A?Vb than after exposure 
to A?Vd, and this was taken as the major sign of recalibration (see Figure 19.1, left panel).

In a crucial control experiment, Bertelson et al. (2003) extended these findings by incorporat-
ing audiovisual congruent adapters AbVb and AdVd. These adapters were not expected to induce 
recalibration because there was no conflict between sound and vision. Rather, they were expected 
to induce selective speech adaptation due to the nonambiguous nature of the sound. As shown in 
Figure 19.1, right panel, these adapters indeed induced selective speech adaptation, and there were 
thus less /aba/ responses after exposure to AbVb than AdVd, an effect in the opposite direction of 
recalibration.

The attractiveness of these control stimuli was that participants could not distinguish them from 
the ones with an ambiguous sound that induced recalibration. This was confirmed in an identifi-
cation test in which A?Vb and AbVb were perceived as /b/, and A?Vd and AdVd as /d/ on nearly 
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FIGURE 19.1  Percentage of /aba/ responses as a function of auditory test token. Results on auditory tests 
adapted from Bertelson et al. (Bertelson, P., Vroomen, J., and De Gelder, B., Psychol. Sci., 14, 6, 592–597, 
2003; Exp. 2). Left panel: After exposure to audiovisual adapters with ambiguous sounds, A?Vaba or A?Vada, 
there were more responses consistent with the adapter (recalibration). Right panel: After exposure to audio-
visual adapters with non-ambiguous sounds, AVaba or AVada, there were fewer responses consistent with the 
adapter (selective speech adaptation).

K10614_C019.indd   366 3/26/2011   2:29:14 AM



Phonetic Recalibration in Audiovisual Speech	 367

100% the trials. Moreover, even when participants were explicitly asked to discriminate AbVb from 
A?Vb, and AdVd from A?Vd, they performed at chance level because there was a strong immedi-
ate bias by the lip-read information that captured the identity of the sound (Vroomen et al. 2004). 
These findings imply that the difference in aftereffects induced by adapters with ambiguous ver-
sus nonambiguous sounds cannot be ascribed to some (unknown) explicit strategy of the listeners, 
because listeners simply could not know whether they were actually hearing adapters with ambigu-
ous sounds (causing recalibration) or nonambiguous sounds (causing selective speech adaptation). 
This confirms the sensory, rather than strategic, nature of the phenomenon.

Lip-read–induced recalibration of speech was thus demonstrated, and appeared to be contingent 
upon exposure to an ambiguous sound and another source of information that disambiguated that 
sound. Selective speech adaptation, on the other hand, occurred in the absence of an intersensory 
conflict, and mainly depended on repeated presentation of an acoustically clear sound. These two 
forms of aftereffects had been studied before in other perceptual domains, but always in isolation. 
Recalibration was earlier demonstrated for the ventriloquist situation and analogous intramodal 
conflicts such as between different cues to visual depth (see reviews by Epstein 1975 and Wallach 
1968), whereas contrastive aftereffects where already well known for color, curvature (Gibson 1933), 
size (Blakemore and Sutton 1969) and motion (Anstis 1986; Anstis et al. 1998).

19.4 �O ther Differences between Recalibration 
and Selective Speech Adaptation 

After the first report, several follow-up studies appeared examining differences in the manifestation 
of lip-read–induced recalibration and selective speech adaptation. Besides that the two phenomena 
differed in the direction of their aftereffects, differences were found in their buildup, dissipation, 
and the processing mode in which they occur (i.e., “speech mode” versus “nonspeech mode”).

19.4.1  Buildup

To examine the buildup of recalibration and selective speech adaptation, Vroomen et al. (2007) 
presented the four previously used audiovisual adapters (A?Vb, A?Vd, AbVb, and AdVd) in a con-
tinuous series of exposure trials, and inserted test trials after 1, 2, 4, 8, 16, 32, 64, 128, and 256 
exposures. The aftereffects of adapters with ambiguous sounds (A?Vb and A?Vd) were already 
at ceiling after only eight exposure trials (the level of exposure used in the original study) and 
then, surprisingly, after 32 exposure trials fell off with prolonged exposure (128 and 256 trials). 
Aftereffects of adapters with nonambiguous sounds AbVb and AdVd were again contrastive and 
the effect linearly increased with the (log-)number of exposure trials. The latter fitted well with the 
idea that selective speech adaptation reflects an accumulative process, but there was no apparent 
reason why a learning effect such as recalibration would reverse at some point. The authors sug-
gested that two processes might be involved here: selective speech adaptation running in parallel 
with recalibration and eventually taking over. Recalibration would then dominate the observed 
aftereffects in the early stages of exposure, whereas selective speech adaptation would become 
manifest later on.

Such a phenomenon was indeed observed when data of an “early” study (i.e., one before the 
initial reports on phonetic recalibration) by Samuel (2001) were reanalyzed. Samuel exposed his 
participants to massive repeated presentations of an ambiguous /s/–/∫/ sound in the context of either 
an /s/-final word (e.g., /bronchiti?/, from bronchitis), or a /∫/-final one (e.g., /demoli?/, from demolish). 
In this situation, one might expect recalibration to take place. However, in post-tests involving iden-
tification of the ambiguous /s/–/∫/ sound, Samuel obtained contrastive aftereffects indicative of 
selective speech adaptation, so less /s/ responses after exposure to /bronchiti?/ than /demoli?/ (and 
thus an effect in the opposite direction later reported by Norris et al. 2003). This made him conclude 
that a lexically restored phoneme produces selective speech adaptation similar to a nonambiguous 
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sound. Others, though—including Samuel—would report in later years recalibration effects using 
the same kinds of stimuli (Kraljic and Samuel 2005; Norris et al. 2003; van Linden and Vroomen 
2007). To examine this potential conflict in more detail, Samuel allowed us to reanalyze the data 
from his 2001 study as a function of number of exposures blocks (Vroomen et al. 2007). His experi-
ment consisted of 24 exposure blocks, each containing 32 adapters. Contrastive aftereffects were 
indeed observed for the majority of blocks following block 3, showing the reported dominant role 
of selective speech adaptation. Crucially, though, a significant recalibration effect was obtained (so 
more /s/ responses after exposure to /bronchiti?/ than /demoli?/) in the first block of 32 exposure 
trials, which, in the overall analyses, was swamped by selective adaptation in later blocks. Thus, 
the same succession of aftereffects dominated early by recalibration and later by selective adapta-
tion was already present in Samuel’s data. The same pattern may therefore occur generally during 
prolonged exposure to various sorts of conflict situations involving ambiguous sounds.

19.4.2 D issipation

A study by Vroomen et al. (2004) focused on how long recalibration and selective speech adaptation 
effects last over time. Participants were again exposed to A?Vb, A?Vd, AdVd, or AbVb, but rather 
than using multiple blocks of eight adapters and six test trials in a within-subject design (as in the 
original study), participants were now exposed to only one of the four adapters (a between-subject 
factor) in three similar blocks consisting of 50 exposure trials followed by 60 test trials. The reca-
libration effect turned out to be very short-lived and lasted only about six test trials, whereas the 
selective speech adaptation effect was observed even after 60 test trials. The results again confirmed 
that the two phenomena were different from each other. Surprisingly, though, lip-read–induced 
recalibration turned out to be rather short-lived, a finding to which we will return later.

19.4.3  Recalibration in “Speech” versus “Nonspeech’ Mode

The basic notion underlying recalibration is that it occurs to the extent that there is a (moder-
ate) conflict between two information sources that refer to the same external event (for speech, 
a particular phoneme or gesture). Using sine-wave speech (SWS), one can manipulate whether a 
sound is assigned to a speech sound (for short, a phoneme) or not, and thus whether recalibration 
occurs. In SWS, the natural richness of speech sounds is reduced, and an identical sound can 
be perceived as speech or nonspeech depending on the listener’s perceptual mode (Remez et al. 
1981). Tuomainen et al. (2005) demonstrated that when SWS sounds are delivered in combination 
with lip-read speech, listeners who are in speech mode show almost similar intersensory integra-
tion as when presented with natural speech (i.e., lip-read information strongly biases phoneme 
identification), but listeners who do not know the SWS tokens are derived from speech (nonspeech 
mode) show no, or only negligible integration. Using these audiovisual SWS stimuli, we reasoned 
that recalibration should only occur for listeners in speech mode (Vroomen and Baart 2009a). To 
demonstrate this, participants were first trained to distinguish the SWS tokens /omso/ and /onso/ 
that were the two extremes of a seven-step continuum. Participants in the speech group labeled the 
tokens as /omso/ or /onso/, whereas the nonspeech group labeled the same sounds as “1” and “2”. 
Listeners were then shortly exposed to the adapters A?Vomso and A?Vonso (to examine recalibra-
tion), and AomsoVomso and AonsoVonso (to examine selective speech adaptation), and then tested on the 
three most ambiguous SWS tokens that were identified as /omso/ or /onso/ in the speech group, 
and as “1” or “2” in the nonspeech group. As shown in Figure 19.2, recalibration only occurred 
for listeners in speech mode (the upper left panel), but not in nonspeech mode (lower left panel), 
whereas selective speech adaptation occurred likewise in speech and nonspeech mode (right pan-
els). Attributing the auditory and visual signal to the same event was thus of crucial importance 
for recalibration, whereas selective speech adaptation did not depend on the interpretation of the 
signal.
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19.5 S tability of Recalibration over Time

As noted before, studies on phonetic recalibration began with a pair of seminal studies, one of which 
used lip-read information (Bertelson et al. 2003) and the other used lexical information (Norris et al. 
2003). Both showed in essence the same phenomenon, but the results were nevertheless strikingly 
different in one aspect: Whereas lip-read–induced recalibration was short-lived, lexical recalibra-
tion turned out to be robust and long-lived in the majority of studies. The reasons for this difference 
are still not well understood, but in the following subsections we will give an overview of the find-
ings and some hints on possible causes.

19.5.1  Basic Phenomenon of Lexically Induced Recalibration

It is well known that in natural speech there are, besides the acoustic and lip-read input, other infor-
mation sources that inform listeners about the identity of the phonemes. One of the most important 
ones is the listener’s knowledge about the words in the language, or for short, lexical information. 
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As an example, listeners can infer that an ambiguous sound somewhere in between /b/ and /d/ in the 
context of “?utter” is more likely to be /b/ rather than /d/ because “butter” is a word in English, but 
not “dutter”. There is also, as for lip-reading, an immediate lexical bias in phoneme identification 
known as the Ganong effect (Ganong 1980). For example, an ambiguous /g/-/k/ sound is “heard” as 
/g/ when followed by “ift” and as /k/ when followed by “iss” because “gift” and “kiss” are words, 
but “kift” and “giss” are not.

The corresponding aftereffect that results from exposure to such lexically biased phonemes was 
first reported by Norris et al. (2003). They exposed listeners to a sound halfway between /s/ and /f/ 
in the context of an f- or s-biasing word, and listeners were then tested on an /es/-/ef/ continuum. 
As comparable to the lip-reading case, the authors observed recalibration (or in their terminology, 
perceptual learning), so more /f/ responses after an f-biasing context, and more /s/ responses after 
an s-biasing context.

Later studies confirmed the original finding and additionally suggested that the effect is speaker-
specific (Eisner and McQueen 2005), or possibly, token-specific (Kraljic and Samuel 2006, 2007), 
that it generalizes to words outside the original training set (McQueen et al. 2006a) and across syl-
labic positions (Jesse and McQueen 2007), and that it arises automatically as a consequence of hear-
ing the ambiguous pronunciations in words (McQueen et al. 2006b). Although Jesse and McQueen 
(2007) demonstrated that lexical recalibration can generalize to word onset positions, there was no 
lexical learning when listeners were exposed to ambiguous onset words (Jesse and McQueen 2007). 
However, McQueen et al. (2008) showed that legal word-onset phonotactic information can induce 
recalibration, presumably because this type of information can be used immediately, whereas lexical 
knowledge about the word is not yet available when one hears the ambiguous onset. Moreover, lexical 
retuning is not restricted to a listener’s native language as the English fricative theta ([θ] as in “bath”) 
presented in a Dutch f- or s-biasing context induced lexical learning (Sjerps and McQueen 2010).

19.5.2 L ip-Read–Induced versus Lexically Induced Recalibration

So far, these data fit well with studies on lip-read–induced recalibration, but there was one remark-
able difference: the duration of the reported aftereffects. Whereas lip-read–induced recalibration 
was found to be fragile and short-lived (in none of the tests did it survive more than 6 to 12 test tri-
als; van Linden and Vroomen 2007; Vroomen and Baart 2009b; Vroomen et al. 2004), two studies 
on lexically induced recalibration found that it was long-lived and resistant to change. Kraljic and 
Samuel (2005) demonstrated that recalibration of an ambiguous /s/ or /∫/ remained robust after a 
25-min delay. Moreover, it remained robust even after listeners heard canonical pronunciations of 
/s/ and /∫/ during the 25-min delay, and the only condition in which the effect became somewhat 
smaller, although not significantly so, was when listeners heard canonical pronunciations of /s/ and 
/∫/ from the same speaker that they had originally adjusted to. In another study, Eisner and McQueen 
(2006) showed that lexically induced recalibration remained stable over an even much longer delay 
(12 h) regardless of whether subjects slept in the intervening time.

At this stage, one might conclude that, simply by their nature, lexical recalibration is robust and 
lip-read recalibration is fragile. However, these studies were difficult to compare in a direct way 
because there were many procedural and item-specific differences. To examine this in more detail, 
van Linden and Vroomen (2007) conducted a series of experiments on lip-read–induced and lexi-
cally induced recalibration using the same procedure and test stimuli to check various possibilities. 
They used an ambiguous stop consonant halfway between /t/ or /p/ that could be disambiguated by 
either lip-read or lexical information. For lip-read recalibration, the auditory ambiguous sound was 
embedded in Dutch nonwords such as “dikasoo?” and dubbed onto the video of lip-read “dikasoop” 
or “dikasoot”, for lexical recalibration the ambiguous sound was embedded in Dutch p-words such 
as “microscoo?” (“microscope”) or t-words such as “idioo?” (“idiot”).

Across experiments, results showed that lip-read and lexically recalibration effects were very 
much alike. The lip-read aftereffect tended to be bigger than the lexical one, which was to be 
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expected because lip-reading has in general a much stronger impact on sound processing than lexi-
cal information does (Brancazio 2004). Most important, though, both aftereffects dissipated equally 
fast, and thus there was no sign that lexical recalibration by itself was more robust than lip-read–
induced recalibration.

The same study also explored whether recalibration would become more stable if a contrast pho-
neme from the opposite category was included in the set of exposure items. Studies reporting long-
lasting lexical aftereffects presented during the exposure not only words with ambiguous sounds, 
but also filler words with nonambiguous sounds taken from the opposite side of the phoneme con-
tinuum. For example, in the exposure phase of Norris et al. (2003) in which an ambiguous s/f sound 
was biased toward /f/, there were not only exposure stimuli such as “witlo?” that supposedly drive 
recalibration, but also contrast stimuli containing the nonambiguous sound /s/ (e.g., naaldbos). Such 
contrast stimuli might serve as an anchor or a comparison model for another stimulus, and afteref-
fects thought to reflect recalibration might in this way be boosted because listeners set the criterion 
for the phoneme boundary in between the ambiguous token and the extreme one. The obtained 
aftereffect may then reflect the contribution of two distinct processes: one related to recalibration 
proper (i.e., a shift in the phoneme boundary meant to reduce the conflict between the sound and 
the context), the other to a strategic and long-lasting criterion setting operation that depends on the 
presence of an ambiguous phoneme and a contrast phoneme from the opposing category. Our results 
showed that aftereffects did indeed become substantially bigger if a contrast stimulus was included 
in the exposure set but crucially, aftereffects did not become more stable. Contrast stimuli thus 
boosted the effect, but did not explain why sometimes long-lasting aftereffects were obtained.

Another factor that was further explored was whether participants were biased in consecutive 
exposure phases toward only one or both phoneme categories. One can imagine that if listeners 
are biased toward both a t-word and p-word (as was standard in lip-read studies, but not the lexical 
ones), the boundary setting that listeners adopt may become fragile. However, this did not turn out 
to be critical: Regardless of whether participants were exposed to only one or both contexts, it did 
not change the size and stability of the aftereffect.

Of note is that lip-read and lexical recalibration effect did not vanish if a 3-min silent interval 
separated the exposure phase from test. The latter finding indicates that recalibration as such is not 
fragile, but that other factors possibly related to the test itself may explain why aftereffects dissipate 
quickly during testing. One such possibility might be that listeners adjust their response criterion 
in the course of testing such that the two response alternatives are chosen about equally often. 
However, although this seems reasonable, it does not explain why in the same test selective speech 
adaptation effects remained stable in due course of testing (Vroomen et al. 2004).

Still, another possibility is that recalibration needs time to consolidate, and sleep might be a fac-
tor in this. Eisner and McQueen (2006) explored this possibility and observed equal amounts of lex-
ically induced aftereffects after 12 h, regardless of whether listeners had slept. Vroomen and Baart 
(2009b) conducted a similar study on lip-read–induced recalibration, including contrast phonemes 
to boost the aftereffect, and tested participants twice: immediately after the lip-read exposure phase 
(as standard) and after a 24-h period during which participants had slept. The authors found large 
recalibration effects in the beginning of the test (the first six test trials), but they again quickly dis-
sipated with prolonged testing (within 12 trials), and did not reappear after a 24-h delay.

It may also be the case that the dissipation rate of recalibration depends on the acoustic nature 
of the stimuli. The studies that found quick dissipation used intervocalic and syllable-final stops 
that varied in place of articulation (/aba/-/ada/ and /p/-/t/), whereas others used fricatives (/f-s/ and 
/s-∫/; Eisner and McQueen 2006; Kraljic et al. 2008b; Kraljic and Samuel 2005) or syllable-initial 
voiced–voiceless stop consonants (/d-t/ and /b/-/p/; Kraljic and Samuel 2006). If the stability of the 
phenomenon depends on the acoustic nature of the cues (e.g., place cues might be more vulnerable), 
one may observe aftereffects to differ in this respect as well.

Another variable that may play a role is whether the same ambiguous sound is used during the 
exposure phase, or whether the token varies from trial to trial. Stevens (2007, Chapter 3) examined 
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token variability in lexical recalibration using similar procedures as those used by Norris et al. 
(2003), but listeners were either exposed to the same or different versions of an ambiguous s/f sound 
embedded in s- and f-biasing words. His design also included contrast phonemes from the opposite 
phoneme category that should have boosted the effect. When the ambiguous token was constant, 
as in the original study by Norris et al., the learning effect was quite substantial on the first test 
trials, but quickly dissipated with prolonged testing, and in the last block (test trials 36–42), lexical 
recalibration had disappeared completely akin to lip-read–induced recalibration (van Linden and 
Vroomen 2007; Vroomen and Baart 2009b; Vroomen et al. 2004). When the sound varied from trial 
to trial, the overall learning effect was much smaller and restricted to the f-bias condition, but the 
effect lasted longer.

Another aspect that may play a role is the use of filler items. Studies reporting short-lived after-
effects tended to use massed trials of adapters with either no filler items separating the critical 
items, or only a few contrast stimuli. Others, reporting long-lasting effects used lots of filler items 
separating the critical items (Eisner and McQueen 2006; Kraljic and Samuel 2005, 2006; Norris 
et al. 2003). Typically, about 20 critical items containing the ambiguous phoneme were interspersed 
among 180 fillers items. A classic learning principle is that massed trials produce weaker learning 
effect than spaced trials (e.g., Hintzman 1974). At present, it remains to be explored whether reca-
libration is sensitive to this variable as well and whether it follows the same principle. One other 
factor that might prove to be valuable in the discussion regarding short- versus long-lasting effects 
is that extensive testing may override, or wash out, the learning effects (e.g., Stevens 2007) because 
during the test, listeners might “relearn” their initial phoneme boundary. Typically, in the Bertelson 
et al. (2003) paradigm, more test trials are used than in the Norris et al. (2003) paradigm, possibly 
influencing the time course of the observed effects. For the time being, though, the critical differ-
ence between the short- and long-lasting recalibration effects remains elusive.

19.6 D evelopmental Aspects

Several developmental studies have suggested that integration of visual and auditory speech is 
already present early in life (e.g., Desjardins and Werker 2004; Kuhl and Meltzoff 1982; Rosenblum 
et al. 1997). For example, 4-month-old infants, exposed to two faces articulating vowels on a screen, 
look longer at the face that matches an auditory vowel played simultaneously (Kuhl and Meltzoff 
1982; Patterson and Werker 1999) and even 2-month-old infants can detect the correspondence 
between auditory and visually presented speech (Patterson and Werker 2003). However, it has also 
been found that the impact of lip-reading on speech perception increases with age (Massaro 1984; 
McGurk and MacDonald 1976). Such a developmental trend in the impact of visual speech may 
suggest that lip-reading is an ability that needs to mature, or alternatively that linguistic experience 
is necessary, possibly because visible articulation is initially not well specified. Exposure to audio-
visual speech may then be necessary to develop phonetic representations more completely.

Van Linden and Vroomen (2008) explored whether there is a developmental trend in the use 
of lip-read information by testing children of two age groups, 5-year-olds and 8-year-olds, on lip-
read–induced recalibration. Results showed that the older children learned to categorize the initially 
ambiguous speech sound in accord with the previously seen lip-read information, but this was not 
the case for the younger age group. Presumably, 8-year-olds adjusted their phoneme boundary to 
reduce the phonetic conflict in the audiovisual stimuli and this shift may occur in the older group 
but not the younger one because lip-reading is not yet very effective at the age of 5.

However, Teinonen et al. (2008) were able to observe learning effects induced by lip-read speech 
testing much younger infants with a different procedure. They exposed 6-month-old infants to 
speech sounds from a /ba/-/da/ continuum. One group was exposed to audiovisual congruent map-
pings so that tokens from the /ba/ side of the continuum were combined with lip-read /ba/, and 
tokens from the /da/ side were combined with lip-read /da/. Two other groups of infants were pre-
sented with the same sounds from the /ba/-/da/ continuum, but in one group all auditory tokens were 
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paired with lip-read /ba/, and in the other group all auditory tokens were paired with lip-read /da/. In 
the latter two groups, lip-read information thus did not inform the infant how to divide the sounds 
from the continuum into two categories. A preference procedure revealed that infants in the former, 
but not in the two latter groups learned to discriminate the tokens from the /ba/–/da/ continuum. 
These results suggest that infants can use lip-read information to adjust the phoneme boundary of 
an auditory speech continuum. Further testing, however, is clearly needed so as to understand what 
critical experience is required and how it relates to lip-read–induced recalibration in detail.

19.7 C omputational Mechanisms

How might the retuning of phoneme categories be accomplished from a computational perspective? 
In principle, there are many solutions. All that is needed is that the system is able to use context to 
change the way an ambiguous phoneme is categorized. Recalibration may be initiated whenever 
there is discrepancy between the phonological representations induced by the auditory and lip-read 
input, or for lexical recalibration, if there is a mismatch between the auditory input and the one 
expected from lexical information. Recalibration might be accomplished at the phonetic level by 
moving the position of the whole category, by adding the ambiguous sound as a new exemplar of 
the appropriate category, or by changing the category boundaries. For example, in models such as 
TRACE (McClelland and Elman 1986) or Merge (Norris et al. 2000), speech perception is envis-
aged in layers where features activate phonemes that in their turn activate words. Here, one can 
implement recalibration as a change in the weights of the auditory feature-to-phoneme connections 
(Mirman et al. 2006; Norris et al. 2000).

Admittedly though, the differences among these various possibilities are quite subtle. Yet, the 
extent to which recalibration generalizes to new exemplars might be of relevance to distinguish 
these alternatives. One observation is that repeated exposure to typical McGurk stimuli containing 
a canonical sound, say nonambiguous auditory /ba/ combined with lip-read /ga/, does not invoke a 
retuning effect of the canonical /ba/ sound itself (Roberts and Summerfield 1981). A “good” audi-
tory /ba/ thus remains a good example of its category despite that there is lip-read input repeatedly 
telling that the phoneme belonged to another category. This may suggest that recalibration reflects 
a shift in the phoneme boundary, and thus only affecting sounds near that boundary, rather than 
that the acoustic-to-phonetic connections are rewired on the fly, thus affecting all sounds, and in 
particular the trained ones.

In contrast with this view, however, there are also some data indicating the opposite. In particu-
lar, a closer inspection of the data from Shigeno (2002) shows that a single exposure to a McGurk-
like stimulus AbVg—here, called here an anchor—and followed by a target sound did change the 
quality of canonical target sound /b/ (see Figure 2 of Shigeno 2002). This finding may be more 
in line with the idea of a “rewiring” of feature-to-phoneme connections, or alternatively that this 
specific trained sound is incorporated into the new category. However, it is clear that more data are 
needed that specifically address these details.

There has also been a controversy about whether lexical recalibration actually occurs at the same 
processing level as immediate lexical bias. Norris et al. (2003) have argued quite strongly in favor 
of two types of lexical influence in speech perception: a lexical bias on phonemic decision-making 
that does not involve any form of feedback, and lexical feedback necessary for perceptual learning. 
Although there is a recent report supporting the idea of a dissociation between lexical involvement 
in online decisions and in lexical recalibration (McQueen et al. 2009), we never obtained any data 
that support this distinction—that is, we have not been able to dissociate bias (lip-read or lexical) 
from recalibration. In fact, listeners who were strongly biased by the lip-read or lexical context from 
the adapter stimuli (as measured in separate tests) also tended to show the biggest recalibration 
effects (van Linden and Vroomen 2007). Admittedly, this argument is only based on a correlation, 
and the correlation was at best marginally significant. Perhaps more relevant though are the SWS 
findings in which it was demonstrated that when lip-read context did not induce a cross-modal 
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bias—namely, in the case where SWS stimuli were perceived as nonspeech—there was also no 
recalibration. Immediate bias and recalibration thus usually go hand in hand, and in order to claim 
that they are distinct, one would like to see empirical evidence in the form of a dissociation.

19.8 N eural Mechanisms

What are the neural mechanisms that underlie phonetic recalibration? Despite the fact that the 
integration of auditory and visual speech has been extensively studied with brain imaging methods 
(e.g., Callan et al. 2003; Calvert et al. 1997; Calvert and Campbell 2003; Campbell 2008; Colin et 
al. 2002; Klucharev et al. 2003; Sams et al. 1991; Stekelenburg and Vroomen 2007), so far only 
two studies have addressed the potential brain mechanisms involved in phonetic recalibration. Van 
Linden et al. (2007) used mismatch negativity (MMN) as a tool to examine whether a recalibrated 
phoneme left traces in the evoked potential. The MMN is a component in the event-related potential 
that signals an infrequent discriminable change in an acoustic or phonological feature of a repeti-
tive sound (Näätänen et al. 1978), and its latency and amplitude is correlated with the behavioral 
discriminability of the stimuli (Lang et al. 1990). The MMN is thought to be generated through 
automatic change detection and is elicited regardless of sound relevance for the participant’s task 
(Näätänen 1992; Näätänen et al. 1993). The MMN is not only sensitive to acoustic changes, but also 
to learned language-specific auditory deviancy (Näätänen 2001; Winkler et al. 1999). Van Linden 
et al. (2007) used a typical oddball paradigm to elicit an MMN so as to investigate whether lexi-
cally induced recalibration penetrates the mechanisms of perception at early pre-lexical levels, and 
thus affect the way a sound is heard. The standard stimulus (delivered in 82% of the trials) was an 
ambiguous sound halfway between /t/ and /p/ in either a t-biasing context “vloo?“ (derived from 
“vloot”, meaning “fleet”) or a p-biasing context “hoo?” (derived from “hoop”, meaning “hope”). 
For the deviant condition, the ambiguous sound was in both conditions replaced by an acoustically 
clear /t/, so “vloot” for the t-biasing context and “hoot” (a pseudoword in Dutch) for the p-biasing 
context. If subjects had learned to “hear” the sound as specified by the context, we predicted the 
perceptual change—as indexed by MMN—from /?/ → /t/ to be smaller in t-words than p-words, 
despite that the acoustic change was identical. As displayed in Figure 19.3, the MMN in t-words 
was indeed smaller than in p-words, thus confirming that recalibration might penetrate low-level 
auditory mechanisms.

The second study concerned with potentially involved brain mechanisms used fMRI to examine 
the brain mechanisms that drive phonetic recalibration (Kilian-Hütten et al. 2008). The authors 
adapted the original study of Bertelson et al. (2003) for the fMRI scanner environment. Listeners 
were presented with a short block of eight audiovisual adapters containing the ambiguous /aba/-/ada/ 
sound dubbed onto the video of lip-read /aba/ or /ada/ (A?Vb or A?Vd). Each exposure block was 
followed by six auditory test trials consisting of event-related forced-choice /aba/-/ada/ judgments. 
Functional runs were analyzed using voxelwise multiple linear regression (GLM) of the blood oxy-
gen level–dependent (BOLD) response time course. Brain regions involved in the processing of the 
audiovisual stimuli were identified by contrasting the activation blocks with a baseline. Moreover, 
a contrast based on behavioral performance was utilized so as to identify regions of interest (ROIs) 
whose activation during the recalibration phase would predict subsequent test performance (see also 
Formisano et al. 2008). Behaviorally, the results of Bertelson et al. (2003) were replicated in the 
fMRI environment, so there were more /aba/ responses after exposure to A?Vb than A?Vd. Also 
as expected, lip-read information during the exposure blocks elicited activation in typical areas, 
including primary and extrastriate visual areas, early auditory areas, superior temporal gyrus and 
sulcus (STG/STS), middle and inferior frontal gyrus (MFG, IFG), premotor regions, and posterior 
parietal regions. Most interestingly, the BOLD behavior analysis identified a subset of this network 
(MFG, IFG, and inferior parietal cortex) whose activity during audiovisual exposure correlated 
with the proportion of correctly recalibrated responses in the auditory test trials. Activation in 
areas MFG, IFG, and inferior parietal cortex thus predicted, on a trial-by-trial basis, the subjects’ 
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percepts of ambiguous sounds to be tested about 10 s later. The functional interpretation of these 
areas is to be explored further, but the activation changes may reflect trial-by-trial variations in sub-
jects’ processing of the audiovisual stimuli, which in turn influence recalibration and later auditory 
perception. For instance, variations in recruitment of attentional mechanisms and/or involvement 
of working memory might be of importance, although the latter seems to be unlikely (Baart and 
Vroomen 2010b). 

19.9 C onclusion

We reviewed literature that demonstrates that listeners adjust their phoneme boundaries to the pre-
vailing speech context. Phonetic recalibration can be induced by lip-read and lexical context. Both 
yield converging data, although the stability of the effect varies quite substantially between studies 
for as yet unknown reasons. One reason could be that aftereffects as measured during tests reflect 
the contribution of both recalibration and selective speech adaptation that run in parallel but with 
different contributions over time. Several computational mechanisms have been proposed that can 
account for phonetic recalibration, but critical data that distinguish between these alternatives—in 
particular, about the generalization to new tokens—have not yet been collected. Phonetic recalibra-
tion leaves traces in the brain that can be examined with brain imaging techniques. Initial studies 
suggest that a recalibrated sound behaves like an acoustically real sound from that category, and 
possible loci (e.g., middle and inferior frontal gyrus, parietal cortex) that subserve recalibration have 
been identified. Further testing, however, is needed to examine this in more detail. Involvement of 
the parietal cortex could indicate that (verbal) short-term memory plays a role in phonetic reca-
libration, although a recent study conducted by our group indicates that phonetic recalibration is 
not affected if subjects are involved in a difficult verbal or spatial short-term memory task (Baart 
and Vroomen 2010b). Moreover, auditory speech has also been shown to shift the interpretation of 
lip-read speech categories in a similar manner as auditory speech can be recalibrated by lip-read 
information, so the effect is genuinely bidirectional (Baart and Vroomen 2010a). On this view, 
audiovisual speech is like other cross-modal learning effects (e.g., the ventriloquist illusion) where 
bidirectional effects have been demonstrated.
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